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ABSTRACT

The performance of a fully viscous, three-dimensional Navier-Stokes solver, PARC3D,
was tested. The criteria for judging the performance of the CFD code were based on flight

data from the first two flights of the Pegasus ® . The flight data consisted of heat-transfer

rates and sparse pressure coefficients primarily in the fillet region of the vehicle. The code

performed remarkably well in all aspects of the tests. As expected, the best heat-transfer
results were obtained for the low Mach number simulations. These results are attributed to

the lack of high ablation rates at the lower Mach numbers since the CFD simulations did not
account for ablation at the vehicle surface. As the Mach number increased, the ablative

effects became more apparent in the comparisons. This effect was evident at the highest
Mach numbers, when PARC3D would consistently overpredict the aerothermal heat flux. To

evaluate the code thoroughly, flight data would be required over the entire fillet region, rather

than at a few discrete locations. In this manner, CFD heat-flux profiles could be accurately

evaluated. Although the pressure data were sparse, the trends suggest that the code

predicts surface pressures with reasonable accuracy. Three of the four locations yield

pressures that are consistent, but the CFD results yield pressures below the flight data by a
factor of 2 at the fourth location.

Pegasus ® is a registered trademark of Orbital Sciences Corp., Fairfax, Virginia.
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INTRODUCTION

The determination of a hypersonic vehicle shape that optimizes aerodynamic loading

and aerothermal heating is a most difficult and expensive design stage through which the con-

cept vehicle must go. In the early years of aircraft design, this analysis entailed extensive

wind-tunnel testing. As technology progressed and vehicles encountered more severe flight
conditions, however, wind-tunnel simulation became expensive. Until recently, no alternative

to wind-tunnel testing existed. But with the tremendous increase in the performance of com-

puters over the last two decades, the field of computational fluid dynamics (CFD) has be-
come a viable alternative. For complex, high-Mach-number fluid flows, large aerothermal

heat loads are encountered because of the large viscous dissipation in the boundary layer.

The high-temperature boundary layer also introduces variable fluid property effects. Thus, to
obtain an acceptable CFD solution for these types of flow, the full Navier-Stokes equations

must be solved. In addition, very fine grids must be used to resolve the boundary-layer flow,

to capture shock waves, and to simulate other rapidly changing regions of the flow field.

Previously, computations of this complexity were not even considered because of the memory
limitations and the relatively slow speeds of the computers. Today, with the advent of so-

phisticated computers, fully viscous, three-dimensional solutions to the complete set of vari-
able property Navier-Stokes equations can be feasibly generated using state-of-the-art algo-
rithms.

Although the full set of Navier-Stokes equations are the basis for the CFD solutions,

several assumptions are required to simplify the computations. Assuming that the Navier-

Stokes equations can be factored in the coordinate directions and that the fluid behaves like
an ideal gas with a constant Prandtl number are examples of such simplifications. Hence, the

validity of the resulting CFD solutions must be checked. Code validation can be accom-

plished through two means. The first and easiest method is to simulate the flow numerically

around some object under conditions that yield either an analytical or a well-understood solu-
tion. The results of the CFD code can then be compared with the known solution. The sec-

ond code validation method is more complex and costly. This method involves simulating an

actual flight condition for which flight data have been recorded. Code validation is a necessity

if the CFD user is to have faith in the accuracy of the resulting solutions.

Normally, the first code validation method is chosen because of its simplicity.

However, when flight data become available for complex flow conditions, a true test of a CFD
code can be made. The simplest instrumentation for obtaining relevant flight data can be

pressure taps, thermocouples, or heat-flux meters at the surface. Another method for obtain-

ing qualitative information is particle injection, which relies on photography to visualize the
flow field.

The Pegasus launch vehicle was instrumented by the National Aeronautics and Space

Administration (NASA) Dryden Flight Research Facility to study hypersonic flow (ref. 1).

Pegasus is used for launching multiple small satellites into orbit. The booster is carried un-
derneath the wing of a B-52 in the same manner as was the X-15 hypersonic manned rocket.

At an altitude of approximately 40,000 ft and at approximately Mach 0.85, Pegasus is

dropped. After the initial free fall, the first-stage rocket engine ignites and a 2.5-g pullup fol-

lows. The vehicle soars to an altitude approaching 200,000 ft at Mach 8.0 where the first

stage burns out. The first stage, which includes the wing and all control surfaces, separates
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from the payload and the remaining rocket stages. The payload is then delivered to orbit by
the remaining stages. The atmospheric flight of the first stage lasts approximately 80 sec.

The advantages of this configuration are numerous. Because of the initial altitude, the

problems associated with high dynamic pressures and high heat fluxes at the lower altitudes
are completely alleviated. The first-stage engine housing is outfitted with a delta wing and

horizontal and vertical stabilizer tail surfaces. The all-movable tail surfaces are controlled by

onboard computers, which allow the vehicle to use aerodynamic forces, rather than just

thrust, to gain altitude and remain on the desired flight trajectory. Furthermore, the vehicle's

first stage can be made much smaller since ignition does not occur until the vehicle is travel-

ling at approximately Mach 0.85 at 40,000 ft. However, the obvious disadvantage is that a

large aircraft is required to carry the launch vehicle before ignition. Thus, the size of the ve-
hicle, and more importantly, the size of the satellites carried is limited.

Although very high dynamic pressures are not encountered during the Pegasus mis-

sion, complex flow patterns resulting from the high Mach numbers are present. High Mach

numbers also result in significant aerodynamic heating. NASA Dryden instrumented

Pegasus to study the heating caused by the wing shock intersection with the fillet boundary
layer. Flight-1 instrumentation consisted of thermal measurement devices only, while flight-2

instrumentation added pressure sensors to the array of thermocouples and heat-flux meters.

All instruments were located on the fillet and the upper and lower wing surfaces. By

measuring the heat fluxes and pressures at the fillet sidewall, the shock location could be de-
termined by noting the temperature and pressure jumps that occur across shock waves.

NASA Dryden was also interested in using hypersonic flight data to check the accu-

racy of state-of-the-art CFD codes. The Pegasus was the ideal vehicle for the CFD study

since it was designed without the benefit of wind-tunnel testing. All aerodynamic design was
based on CFD calculations performed by Nielsen Engineering and Research, Inc. (NEAR)

(ref. 2). The preflight CFD solutions, as well as NEAR's postflight solutions (ref. 3) and the

solutions presented in this thesis, yield a variety of CFD results from different codes for the

NASA Dryden study.

THE CFD LABORATORY AND COMPUTATIONAL FACILITIES

The computational facilities available for this project included the UCLA Office of

Academic Computing IBM 9000 (International Business Machines Corporation, Armonk,
New York) supercomputer and IBM Risc System 6000 workstations. In addition to these

university facilities, a private IRIS4D TM (Silicon Graphics, Inc., Mountain View, California)

workstation and multiple PCs were used. The use of these machines as remote terminals

allowed direct access to any UCLA computer as well as other off-campus systems.

The first stage of the project involved choosing which CFD code would best solve the

Pegasus aerothermal heat-transfer and flow-field problem. For general simulation of this ve-

hicle aft of the subsonic nose region, a thin-layer or parabolized Navier-Stokes code probably

would suffice. However, the complexity of the flow in the fillet region caused by the wing
shock interaction with the fillet boundary layer dictated that a code based on the fully viscous

Navier-Stokes equations would be necessary to predict the heat flux at the surface

accurately. Thus, PARC3D (ref. 4) was eventually chosen over the other contenders.
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The code, as described in detail in the PARC3D user's manual (ref. 4), is a finite dif-

ference code based on the complete set of Navier-Stokes equations in conservation law form.

Fully viscous, thin-layer, and Euler (inviscid) solutions can be calculated. A Baldwin and
Lomax turbulence model (ref. 7) modified by Thomas (ref. 8) is available for turbulent flow-

field calculations based on the Reynolds-averaged Navier-Stokes equations. Domain decom-

position is supported in the most recent versions of the PARC code.

Once the code selection process was completed, the remainder of the tools necessary

for performing CFD simulations was acquired. A grid-generation code is a necessary compo-
nent of any functional CFD laboratory. For this purpose, two versions of the same grid-gen-
eration code were obtained. The code 3D INGRID runs on the IBM 9000 supercomputer, and
GENIE3D is tailored to the IRIS4D workstation. These codes are interactive and can gener-

ate three-dimensional grids. They also allow for the creation of grids using algebraic methods

or partial differential equation methods (elliptic solvers). Point clustering is accomplished

through either exponential or hyperbolic tangent functions (ref. 5).

The third component necessary to complete the CFD laboratory involves flow visual-

ization. For the most part, flow visualization was achieved with PLOT3D on the IRIS4D
workstation (ref. 6). This code has very thorough documentation and was designed specifi-

cally for CFD use. The code PLOT3D offers 74 functions ranging from scalars, such as pres-
sure coefficient, density, temperature, to vector functions, such as velocity, pressure gradi-

ents, and density gradients.

THE PEGASUS SIMULATIONS

The first step in the CFD process was to obtain a computational grid of the Pegasus

vehicle and the surrounding space that could be used in the finite difference solution code,

PARC3D. A computational grid is the set of points that are strategically placed on the
boundaries of the flow channel and distributed in the space between the boundaries. These

points are packed more densely in areas that exhibit complex flow patterns or sharp gradients
and are structured so that "the indices can be formally considered as coordinates of a curvilin-

ear coordinate system with nonvanishing Jacobian" (ref. 4). Since CFD work involving the

Pegasus vehicle had been done previously by NEAR (ref. 2) under the direction of NASA

Dryden, arrangements were made for the acquisition of their computational grid. Furthermore,
since the region of interest was ahead of the wing trailing edge, only the front part of the grid
was used. Thus, the flow field around the tail surfaces was not calculated. Simulating only

the front part of the vehicle can be done when the flow speed exceeds the speed of sound
since the downstream disturbances cannot propagate forward to affect the upstream flow

field. The front section had 92 points in the axial direction, 83 points in the angular direction,

and 51 points in the radial direction extending from the vehicle surface to the free stream for
384,436 total grid points (fig. 1). This grid was used for the first simulation, but was later

modified to include 451,686 total grid points (fig. 2).

To determine which conditions would be simulated, the flight-1 trajectory was used.

The trajectory data correlated the Mach number and angle of attack as a function of the alti-
tude. Weather balloon data were used to determine the free-stream reference conditions as a



function of altitude. The two flight conditions chosen for simulation were Mach 3.52 with an

angle of attack of 7.35" and Mach 6.67 with a 0" angle of attack.

Since the PARC code is primarily a steady-state flow solver and only two flight condi-

tions were being simulated, the underlying assumption was that the aerodynamics could be

treated as ff they were steady even though the vehicle was accelerating through the profile.

This assumption of quasi-steady-state aerodynamics is widely used in the CFD community
and is based on the fact that the flow field adapts at a very fast rate to changes in free-stream

conditions as the vehicle is accelerating. This is in contrast to the solid-side temperature
profile which gradually changes throughout the flight, never reaching steady state.

The purpose of performing flight-1 simulations was to evaluate the capability of a CFD

code to accurately predict the heat-transfer rates to the surface of the vehicle in regions of
complex flow. It was also desired to determine if the code could predict the location of the

wing shock intersection with the fillet, which forms the intersection of the cylindrical body
with the flat wing.

Pegasus flight 1 was instrumented with various heat-flux gauges and thermocouples

around the fillet region and the leading edge of the wing. Shuttle-tile high-temperature

reusable surface insulation (HRSI) plugs were used to measure the surface temperature

from which the convective heat flux could be obtained. These gauges have well-known prop-
erties and generally yield accurate results. The problem with these measurements was that

the surface temperature of the vehicle was different from the surface temperature of the plugs,

since an ablative layer covered the entire vehicle skin except the plug surface. Thus, the re-

sulting heat fluxes to the plugs and that to the rest of the vehicle would differ. Thermocouples
buried underneath the ablative surface were also used to collect data. The orientation of the

thermocouples varied from a single thermocouple placed between two of the thermal protec-

tion system layers to thermocouple stacks, which had up to three thermocouples in line, with

each thermocouple placed between the layers of the thermal protection system. The thermal

protection system was composed of an ablative layer, a brittle foam layer and the graphite-

epoxy skin. The most usable thermocouple data were obtained when a thermocouple was

placed between the ablative and foam layers, between the foam and graphite-epoxy skin lay-
ers, and behind the graphite-epoxy skin. These thermocouple stacks allowed the use of in-
verse heat conduction codes to estimate the magnitude of heat transfer. These inverse con-

duction results were only approximate because ablation effects were not included in the

analysis (ref. 9). The ablative materials used were Firex RX-2376A (Pfizer Minerals,

Pigments and Metals Division, New York, New York) and Thermolag T-230 (Thermal

Science, Inc., St. Louis, Missouri), which have ablation temperatures of 250 and 230 "F, re-

spectively. The isothermal surface temperature for the CFD calculations was assumed to be

the ablation temperature since no thermocouples could be placed on the receding surface,
Finally, when only given temperatures underneath the surface and no instrumentation to

record the surface recession rate, the heat flux consumed by ablation is unknown.

The second flight of the Pegasus vehicle offered slightly different instrumentation to

check the validity of the CFD solutions. Although the thermal instruments were of the same

design, pressure taps were included at various locations around the fillet. The taps allowed

for direct comparison of the pressures from flight data and the CFD solutions without any in-

termediate complicated analysis of flight data, which might have introduced its own errors.
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Sincethe ablationrates were low and the CFD solutions did not account for ablative products

in the boundary layer, any effect of ablation on the measured pressures was ignored.

Again trajectory data were used in determining the conditions to be simulated. Three

flight conditions were chosen that represent various regimes of the flight profile. These con-

ditions were at Mach numbers of 3.52, 5.0, and 6.67 corresponding to angles of attack of 2.65",

0.5*, and 0", respectively. The Math number of 3.52 was also simulated for flight 1 but at a

much larger angle of attack. Similarly, the Mach 6.67 case was also simulated based on

flight-1 trajectory data. The only difference between the two simulations at Mach 6.67 was
the free-stream reference conditions. The Mach-5.0 simulation was previously performed by

NEAR, allowing Dryden to make a direct comparison of the results of the two codes.

The focus of the flight-2 simulations was expanded toward validating whether the

CFD code could accurately predict both the pressure coefficient and the surface heat flux at
the instrument locations. The region of interest was again the fillet sidewall under the lead-

ing edge of the wing. Pressure gauges were placed in this region with the goal of determining

the intersection of the wing shock with the fillet. The test for the CFD code was for it to de-
termine the appropriate intersection location as well as the correct magnitudes of the pres-
sure coefficients and the heat-transfer rates.

RESULTS AND DISCUSSION

The f'trst simulation completed was at Mach 3.52 and an angle of attack of 7.35 °.

Reference conditions were taken from the flight-1 trajectory data. The second flight-1

condition, Mach 6.67 with 0 ° angle of attack, was simulated simultaneously. It became ap-

parent, however, after viewing the solution between iterations with PLOT3D, that the solu-

tion in the nose region of the vehicle was not converging. This nonconvergence was also ob-
served when monitoring the heat flux at the stagnation point. Rather than converging to a

single value, the heat flux oscillated randomly. Since the PARC code only allows the conser-

vation variables to change by a prescribed percentage during each iteration (10 percent for

these simulations), many iterations were required for the fluctuations to complete a cycle.

The heat fluxes varied by as much as a factor of 10 in as few as 800 iterations. The pressure
coefficient contours at the nose surface, as shown by PLOT3D, displayed a star-like pattern

around the stagnation point. Because of the symmetry of the vehicle in the nose region,

especially when at zero angle of attack, this star pattern was unexpected, and thus was as-

sumed to be nonphysical.

To discern whether the problem was associated with the grid or the CFD code, the

nose region was separated from the remainder of the grid and the number of grid points in the

nose region was tripled. The two nose grids were then tested to see if a similar solution re-
suited regardless of grid density. Upon inspection of the solutions, the coarse grid solution

was observed to remain with the star-like pattern while the fine grid solution was observed

to yield a symmetric pressure coefficient pattern, as was originally expected. Thus, it was
concluded that the problem was completely the result of having too coarse of a grid in the

nose region. Because of this, the dense nose grid was used for the remainder of the cases
simulated.
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Ratherthan simulatingthe noseregion again for the flight-1 Mach 6.67 condition, the

already completed nose solution was input to the remainder of the grid (fig. 2). This was

accomplished by using the solution located two grid surfaces from the outflow boundary of the
nose grid as a f'Lxed inflow boundary condition for the back part of the grid. This procedure is

essentially a manual domain decomposition.

During the domain decomposition, an interesting trend was observed. Faster conver-

gence rates were observed when separating the nose region from the remainder of the grid

even after accounting for the difference in the number of grid points. A 16-percent decrease in
overall central processing unit (CPU) time was observed simply by separating the two re-

gions of flow. Although more direct investigation will be required to understand this phe-

nomenon fully, it is currently believed that the increase in performance was because of the

distinctly different types of flow in each region. The flow in the nose region was dominantly
subsonic since the bow shock was nearly normal to the free stream. As the flow accelerated

around the vehicle, it became supersonic. Even as the flow passed through the wing shock it

remained primarily supersonic because of the shock's obliqueness. Thus, for the most part,

the only subsonic flow in the rearward section of the grid was in the boundary layer. The

significance of the flow being either subsonic or supersonic lies in the differing types of partial

differential equations that describe the two flow regimes. Subsonic flow is characterized by

elliptic partial differential equations whereas supersonic flow is characterized by hyperbolic
partial differential equations. Boundary-layer flow is described by parabolic equations.

Typically, each type of equation is best solved by its own unique method.

It is currently believed that the increase in performance was observed because the

grid was split so that the flow in each part was predominantly characterized by either elliptic

or hyperbolic equations. The only requirement on splitting the grid was to ensure that the
outflow from the nose grid was supersonic. Thus, disturbances in the flow in the back part of

the grid could not travel upstream, reflecting off the inflow boundary. For all simulated flight

conditions, the flow through the outflow boundary of the nose grid was entirely supersonic,

except for the subsonic boundary layer. Since the back part of the grid contained the majority

of grid points and the flow in this region was almost completely supersonic, the equations
governing the flow were predominantly hyperbole. Thus, an increase in performance was ob-

served. Because of the lower CPU time required, the remainder of the simulations was per-
formed in a similar manner.

To help the user determine the convergence of a solution, the PARC code calculates a

relative measure of error (L2-residuals) after each iteration. A sample of L2-residuals from
one of the simulations is shown in figure 3. On average, approximately 50 hr of CPU time on

the IBM 9000 supercomputer is required to complete each simulation. The number of itera-

tions required varies from about 4000 to 7000.

Usable flight data were obtained from 10 HRSI plugs during flight 1 and 8 plugs during

flight 2. The flight-1 plugs recorded only thermal measurements for use in determining the

convective heat transfer (fig. 5). The flight-2 plugs recorded thermal data in the same
manner, but four plugs were also outfitted with ports to measure pressures (fig. 6). The

thermal data obtained during the two flights were fairly consistent. Thus, it is likely that the

HRSI plugs yield accurate data. An estimation of the errors associated with the mea-

surements yields qconv = +22.6 percent (ref. 1). However, since the plugs were not covered

with an ablative layer as was the rest of the vehicle surface, the surface temperatures and

9



propertiesof the plugs differed from those of the vehicle surface. These discrepancies result
in differing heat-transfer rates. The heat flux into the ablative layer was not actually mea-

sured because of the difficulty of placing thermocouples on a receding surface.

Another possible source of error in the flight data involved the method in which the

radiative heat flux was estimated. It was assumed that the plug radiated to free space,

yielding a component of radiation qrad = cOTs4 (ref. 1). Given the limited data and the uncer-

tainty of the composition of the boundary layer, this was the best estimate possible.
However, when in the hypersonic flight regime, this method of radiation estimation does not

always hold true. Because of the high temperatures in a hypersonic boundary layer and the
usual occurrence of dissociated air molecules and products of ablation within the boundary

layer, a component of radiative heat transfer is in the direction from the fluid to the vehicle
surface (ref. 10 and fig. 4). Ignoring the boundary-layer radiation component is valid for su-

personic flows, since no dissociation of the air occurs and no ablative products are found in
the boundary layer. For this case, the emissivity of the boundary layer is essentially zero,

allowing all surface radiation to pass through the boundary layer. However, hypersonic,
chemically reacting boundary layers typically have an emissivity greater than zero, with the

magnitude depending on the properties of the products of ablation and the extent of the air

dissociation. Thus, a component of radiation can be directed into the vehicle surface.

Other discrepancies developed as assumptions were made in the CFD analysis. The

boundary condition at the surface of the vehicle was assumed to be no-slip, isothermal. Thus,
the entire vehicle surface temperature was prescribed to be the ablation temperature. In real-

ity, hot and cold spots would exist on the surface, changing the local heat-transfer rates.
Furthermore, the CFD solutions were also calculated ignoring ablation. The products of ab-

lation in the boundary layer and the effects of blowing at the wall were not included. These

assumptions directly affect the resulting heat-transfer rates.

It has been suggested that by setting the local surface temperatures in the CFD

analysis to the values measured with flight instrumentation, more accurate local heat-transfer
rates would result. These local modifications were not done in this study because the pri-

mary goal was to determine the CFD code's ability as a predictor of flight data. In general,

flight data will not be available for use as boundary conditions; in which case, a best guess
must be made for the surface temperature. The best guess for the Pegasus simulation was

setting the surface temperature equal to the ablation temperature everywhere.

Because of the scarcity of the flight data and the assumptions made in the CFD

analysis, expecting the CFD predictions to match flight measurements identically would be

optimistic. Considering the various assumptions, the data compare remarkably well (figs. 7 -
16). However, because of the many sources that could lead to discrepancy between the two

data sets, it was decided that the data might be better analyzed by nondimensionalization

with a certain reference heat flux at a prescribed location. As shown in figure 5, the farthest

forward and lowest HRSI plug was used as the reference (plug 7). This plug was chosen as
a reference free-stream heat flux because it was positioned so that it would always be

ahead of the wing shock. The nondimensional results display some interesting trends (figs.

8-16).

When comparing figures 7 and 8, which both correspond to flight 1 at Mach 3.52, one

may wonder why the magnitudes of the heat fluxes vary so distinctly yet the relative heat

10



fluxes are so similar. The most feasible explanation of this becomes apparent when it is real-

ized that this simulation is relatively early in the flight. Thus, the surface temperature in the

fillet region might not have reached the ablation temperature, as was prescribed in the CFD

analysis. If this were the case, the CFD solution would underpredict the heat flux. An un-

derprediction is exactly what is observed (fig. 7). Support for this argument is gathered when
examining the plot of relative heat fluxes at the same flight condition (fig. 8). The plot sug-

gests that the CFD code predicts the areas of high and low heating as recorded by the flight
instrumentation.

The opposite trend is observed when comparing figures 9 and 10, which correspond to

flight 1 at Math 6.67. The CFD predictions for heat transfer at all HRSI plugs are larger than
the measured values. This too can be attributed to the assumptions associated with the

CFD simulations. Since this condition occurred late in the flight, the layers of the vehicle's

thermal protection system would have all heated up. The surface temperature would have

reached the ablation temperature and the ablation rate probably would be at its highest level.

Because of the higher temperatures of the vehicle's thermal protection system layers, the

conduction heat resistance would have increased. Thus, most aerothermal heating during the

last part of the flight would have been dissipated by ablation. As known from mass transfer
rate theory, the boundary-layer thickness increases with increasing ablation rates. The

thicker boundary layer thus decreases the heat-transfer rate to the surface. Since the CFD

simulations ignore ablation, it would be expected that the CFD predictions would be higher

than the actual flight measurements. Again, it can be seen that although the magnitudes dif-

fer, the relative heat fluxes (fig. 10) compare well. This suggests that the CFD code predicts
the areas of highest and lowest heating as was observed by flight data.

The heat-transfer rates for flight 2 at Mach 3.52 compare best with flight data than all

other results (figs. 11 and 12). All heat-flux magnitudes lie well within the accuracy of the
flight data. As with the results for flight 1 at Mach 3.52, the relative heat fluxes compare re-

markably well. That the magnitudes of the heat fluxes compare so favorably, which was not

true for magnitudes for flight 1 at Math 3.52, suggests that the surface temperature of the ve-

hicle during flight 2 at Mach 3.52 had risen close to the ablation temperature. Because of the

assumptions made in the flight data analysis and those in the CFD simulations (treating

hypersonic flow as supersonic flow), it was expected that the best heat-transfer results

would be obtained at the lower Mach numbers. This trend was definitely observed.

The flight-2 at Mach 5.0 results show some discrepancy with flight data (figs. 13 and

14). This was the only simulation that yielded results that were not easily explained by a

simple analysis of the underlying assumptions. The results suggest that the ablation rates

were probably not too large at these flight conditions. This assumption is made because the
CFD heat-transfer predictions are neither consistently too high nor too low. Rather, near the

bottom of the fillet, the CFD heat-transfer rates lie almost completely within the uncertainty
of the HRSI instrumentation measurements. However, the CFD heat-transfer results near

the top of the fillet directly underneath of the wing are approximately 40 percent lower than

the measured values. The same trend is observed when comparing the relative heat fluxes

(fig. 14). This cooler region can be seen when observing the temperature contours. Because

of the relative scarcity of flight data, it is difficult to assess the origin of the problem.

However, it appears that the CFD code incorrectly predicts this cooler region.
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The aerothermalheating results for flight 2 at Mach 6.67 (figs. 15 and 16) show the

same basic trends as those for flight 1 at Mach 6.67. The CFD code again overpredicts the

surface heat fluxes, although not as greatly as the flight-1 simulation. Similar to the previous

analysis, this overprediction can be attributed to the high ablation rates that were probably

present during this part of the flight profile. Although the relative heat fluxes do not compare
as well as they did for the flight-1 simulation, the results are satisfactory. The majority of the

discrepancy is because the CFD code drastically overpredicted the reference heat flux. Thus,

the CFD relative heat fluxes appear low.

Similar to the heat-transfer results, the pressure data yield a few identifiable trends

(figs. 17 - 20). However, drawing conclusions about the accuracy of the CFD code in predict-

ing pressure is nearly impossible because of the scarcity of the data. Pressure data were

only recorded during flight 2, and only four of the HRSI plugs on the fillet were outfitted with

pressure sensors. Also, the pressure data are inaccurate beyond about Mach 5 because of
the extremely low pressures encountered. Thus, only two of the five flight conditions provide

pressure data for a comparison.

The two simulations, flight 2 with Mach numbers of 3.52 and 5.0, show the same

trend. The pressure correlates excellently at HRSI plugs 5 and 7 and reasonably well at
HRSI plug 9. However, HRSI plug 8 underpredicts the pressure by approximately a factor of

2 at both Mach numbers. More flight data would be needed to determine the source of the

discrepancy.

Another flow parameter of interest was to determine if the wing shock intersected the
fillet, and if so, at what location. Before the CFD solutions were completed, it was ques-

tioned whether the wing shock would intersect the fillet. It is commonly known that when
fluid flows through a rectangular channel, a vortex in the comer is present. It was suggested

that this swirling motion might neutralize the shock before it reached the fillet. Apparently,

this argument is correct. The CFD solutions confirm that the shock does not reach the fillet

for any of the flight conditions. Whether the vortex is entirely responsible for the shock's

dissipation is also a matter for cogitation. The artificial viscosity used in the PARC3D code

could be partially responsible for the dissipation of the shock. However, the artificial viscos-

ity cannot be eliminated completely since it is used to eliminate spurious oscillations near
shock discontinuities. To determine whether the dissipation is physical or a result of the arti-

ficial viscosity, it is necessary to replace the artificial viscosity with a nonlinear filter (ref. 11).

This will be the subject of future work.

CONCLUSIONS AND FUTURE WORK

Once the initial grid problems were resolved, the PARC3D computation fluid dynamics

(CFD) code performed remarkably well in predicting the general flow field around the

Pegasus vehicle. The best heat-transfer results were consistently obtained when simulating
the lower Mach numbers. This was expected since the ablation rates were smaller at the

lower Mach numbers. As the Mach number was increased, the effects of the higher ablation
rates were seen in the data. The CFD code, which ignores ablation, predicted higher heat-

transfer rates than those that were measured. This was attributed to the thickened boundary

layer caused by ablation that would have been present during the flight measurements. The
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thickened boundary-layer leads to smaller gradients, and thus, smaller heat-transfer rates.

Therefore, it was natural to expect the CFD code to predict too high of a heat-transfer rate.

It was also concluded that a better method of looking at the data was to nondimen-

sionalize it by using a reference heat flux at a prescribed location. Using the relative heat

fluxes for comparison eliminates the effects of ablation when analyzing the data. By compar-

ing the data in this fashion, it was determined whether the code could accurately predict the

regions of high and low heat transfer. This method of presenting the data proved that, in gen-

eral, the code performed remarkably well in determining the relative intensity of the
aerothermal heating.

The pressure comparisons were limited because of the scarcity of flight data. Pressure
measurements were available for only two of the five simulations and at only four fillet loca-

tions. Thus it was impossible to draw many conclusions regarding the accuracy of the CFD

code in predicting pressure. However, the CFD predictions for pressure were very good at

three of the four locations for both flight conditions. The fourth location showed a factor of 2

discrepancy for both simulations, with the CFD pressures being lower than those measured.

Another interesting fact that needs more investigation involved the 16-percent de-

crease in computational time required when the nose region was separated from the remain-

der of the flow field. This was attributed to the differences associated with the partial differ-

ential equations that describe the two types of flow most prevalent in each region. The nose
region was largely subsonic, which is described by elliptic partial differential equations,

whereas the back part of the flow field was largely supersonic, which is characterized by hy-

perbolic equations. The boundary layer in both regions is described by parabolic partial differ-

ential equations.

Future work associated with aerothermal heating of the Pegasus includes analyzing

the heat-transfer rates to the leading edge of the wing. This will be done after the Pegasus is

flown with a nonablating glove that fits over the leading edge. Incorporation of a better turbu-

lence model into the code also will be done since flight data yielding the location of turbulence

transition are expected from the glove experiment. The most important modification to the

PARC3D code, which is being performed, will be the addition of a nonlinear filter to replace

the artificial viscosity (ref. 11). It is hoped that this filter will provide improved shock captur-
ing and local heat-transfer rate prediction. Once the filter is incorporated, tests regarding the

wing shock intersection with the fillet will be continued to determine the exact cause of the

dissipation of the shock wave.

A computational strategy is also being developed for future CFD work. Since the code

requires a large amount of central processing unit time to reach convergence, improvements
associated with speed are desired. It is believed that by analytically solving for the flow field

in the elliptic region directly behind the bow shock and superimposing this solution with the

CFD computation, a great increase in performance will result. The addition of the nonlinear

filter also should result in decreased computational time. By accurately locating the shock

early in the convergence cycle and eliminating the oscillations after each iteration near the

shocks without modifying the Navier-Stokes equations with artificial dissipation, better solu-
tions should result in fewer iterations.
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Overall, PARC3D performedexceptionally well in predicting the boundary-layer heat

fluxes and pressures at the locations of the sensors. Whether the code predicts the proper
values at other locations can only be extrapolated from its performance in the fillet region

since data were only recorded at the fillet surface. Although the data for comparison are lim-

ited, the general trends suggest that the PARC3D code is a sufficient tool for the thermal de-

sign analysis of a concept vehicle.
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Figure 1. Original computational grid boundaries.

Figure 2. Modified computational grid boundaries.
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